
  

AFRL-IF-RS-TR-2006-306 
Final Technical Report 
October 2006 
 
 
 
 
 
 
ON DEVELOPING THEORY AND APPLICATION 
OF COMMUNITY GENERATION 
 
The Watson School of Engineering and Applied Science 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED. 
 
 
 
 
 
 

STINFO FINAL REPORT 
 
 
 
 
 
 
 
 

AIR FORCE RESEARCH LABORATORY 
INFORMATION DIRECTORATE 

ROME RESEARCH SITE 
ROME, NEW YORK

 



  

 
NOTICE AND SIGNATURE PAGE 

 
 
Using Government drawings, specifications, or other data included in this document for 
any purpose other than Government procurement does not in any way obligate the U.S. 
Government. The fact that the Government formulated or supplied the drawings, 
specifications, or other data does not license the holder or any other person or 
corporation; or convey any rights or permission to manufacture, use, or sell any patented 
invention that may relate to them.  
 
This report was cleared for public release by the Air Force Research Laboratory Rome 
Research Site Public Affairs Office and is available to the general public, including 
foreign nationals. Copies may be obtained from the Defense Technical Information 
Center (DTIC) (http://www.dtic.mil).   
 
 
AFRL-IF-RS-TR-2006-306 HAS BEEN REVIEWED AND IS APPROVED FOR 
PUBLICATION IN ACCORDANCE WITH ASSIGNED DISTRIBUTION 
STATEMENT. 
 
 
 
 
FOR THE DIRECTOR:  
 
 
 
 /s/     /s/ 
 
JOHN J. SALERNO      .                    JOSEPH CAMERA 
Work Unit Manager    Chief, Information & Intelligence Exploitation Division 
     Information Directorate 
 
 
 
 
 
 
 
This report is published in the interest of scientific and technical information exchange, and its 
publication does not constitute the Government’s approval or disapproval of its ideas or findings.  
 
 



  

REPORT DOCUMENTATION PAGE Form Approved 
OMB No. 0704-0188 

Public reporting burden for this collection of information is estimated to average 1 hour per response, including the time for reviewing instructions, searching data sources, 
gathering and maintaining the data needed, and completing and reviewing the collection of information. Send comments regarding this burden estimate or any other aspect of this collection 
of information, including suggestions for reducing this burden to Washington Headquarters Service, Directorate for Information Operations and Reports, 
1215 Jefferson Davis Highway, Suite 1204, Arlington, VA 22202-4302, and to the Office of Management and Budget, 
Paperwork Reduction Project (0704-0188) Washington, DC 20503. 
PLEASE DO NOT RETURN YOUR FORM TO THE ABOVE ADDRESS. 
1. REPORT DATE (DD-MM-YYYY) 

OCT 06 
2. REPORT TYPE 

Final  
3. DATES COVERED (From - To) 

Jun 04 – Jun 06 
5a. CONTRACT NUMBER 

FA8750-04-1-0234 

5b. GRANT NUMBER 
 

4. TITLE AND SUBTITLE 
ON DEVELOPING THEORY AND APPLICATION OF COMMUNITY 
GENERATION 

5c. PROGRAM ELEMENT NUMBER 
62702F  

5d. PROJECT NUMBER 
558B 

5e. TASK NUMBER 
IF 

6. AUTHOR(S) 
Zhongfei (Mark) Zhang 

5f. WORK UNIT NUMBER 
E1 

7. PERFORMING ORGANIZATION NAME(S) AND ADDRESS(ES) 
The Watson School of Engineering and Applied Science 
State University of New York (SUNY) Binghamton 
P.O. Box 6000 
Binghamton, New York 13902-6000 

8.  PERFORMING ORGANIZATION 
REPORT NUMBER 
N/A 

10.  SPONSOR/MONITOR'S ACRONYM(S) 
 

9. SPONSORING/MONITORING AGENCY NAME(S) AND ADDRESS(ES) 
Air Force Research Laboratory/IFEA 
525 Brooks Rd 
Rome NY 13441-4505 11.  SPONSORING/MONITORING 

AGENCY REPORT NUMBER 
AFRL-IF-RS-TR-2006-306 

12. DISTRIBUTION AVAILABILITY STATEMENT 
APPROVED FOR PUBLIC RELEASE; DISTRIBUTION UNLIMITED.  PA #06-718 

13. SUPPLEMENTARY NOTES  

14. ABSTRACT   
The primary focus of this project was to develop a theory on community generation.  Specific techniques as the Block Value 
Decomposition (BVD) and soft correspondence ensemble clustering frameworks, spectral relational clustering algorithm, and the 
general relation summary network model were designed and built. The BVD framework is a general framework for co-clustering 
dyadic relational data, which is a typical type of relational data in many applications. The soft correspondence ensemble clustering 
framework is a general framework for combining different clustering results together to deliver the optimal clustering result, which 
has many applications in distributed data mining and privacy-preserving data mining. The spectral relational clustering algorithm we 
have developed is a powerful relational data clustering algorithm that can be used for any type of relational data clustering. Finally, 
the relation summary network is the most general model that incorporates all the previous work as well as many existing models and 
algorithms in the literature which may be considered as the special cases of this model. 
15. SUBJECT TERMS 
Data Mining, Community Generation, Bi-Party Data Sets, Clustering, Block Value Decomposition 

16. SECURITY CLASSIFICATION OF: 19a. NAME OF RESPONSIBLE PERSON 
John J. Salerno

a. REPORT 
U 

b. ABSTRACT 
U 

c. THIS PAGE 
U 

17. LIMITATION OF 
ABSTRACT 
 

UL 

18. NUMBER 
OF PAGES 
 

24 19b. TELEPHONE NUMBER (Include area code) 
 

 
 



 

 i

 
 
 

Abstract 
 
 
 

This is the final report of the project titled On Developing Theory and Applications of 
Community Generation supported by the Information Institute of US Air Force Research 
Laboratory under grant number FA8750-04-1-0234 technically managed by Dr. John 
Salerno at IFEA. The project begins in June, 2004, and ends in June, 2006 for the two 
years term with the total funding of $80,000 for the whole project. The project was 
awarded to SUNY Binghamton and was conducted at that campus. The project was 
extremely successful with the impressive achievements of four top conference 
publications (each with a very competitive acceptance rate) and several technology 
disclosures to the Tech Transfer office at SUNY Binghamton under review for possible 
further US patent applications. The specific technical achievements are documented in 
this report. Due to the success of this project with the excellent achievements, we have 
received substantial publicity in the relevant research community as well as in the related 
industrial and governmental sectors including Microsoft Research, IBM Research, 
Microsoft MSN, Google, Yahoo!, as well as DOE Berkeley/Lawrence Lab. 
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1.  Introduction 
 
Data mining, ever since it was formally started as an independent research area, has been 
advancing rapidly over the last few years with extensive applications identified ranging 
from government to industries to even people’s daily life [Han2006]. Community 
generation, as a recently emerging research topic in data mining area [Zhang2003, 
Salerno2004], has become one of the hottest research foci in the data mining community 
[Domingos2001, Mannila2002, Smyth2001, Long2005a, Long2006a, Long2006b]. The 
motivation for the research on community generation is due to the fact that the 
technologies developed from this research has found substantial application areas in 
governmental and industrial sectors, such as fraud detection [Goldberg1997, Jensen1997, 
Stolfo1997], crime investigation [Senator1995, Zhang2003, Salerno2004], sales 
promotion [Brin97a, Brin97b], social network analysis [Getoor2002,  Kersting2000, 
Sarwar2001, Shardanand1995, Scott1991, Wassermann1994, Jensen2002, Glymour2001, 
Glymour1999], and Web mining [Aggarwal2001, White1996, Mack2002, Sarwar2001, 
Gibson1998], to just name a few. On the other hand, as of today, there is no well-
established theory developed in the research on this topic. Given this context, this project 
aims to develop the theory on community generation as well as to identify the 
applications using the theory developed in this project. 
 
Prior to the project, the PI has initiated the research on community generation in 
collaboration with his AFRL mentor, Dr. John Salerno, who is also the program manager 
of this project. In this preliminary research, we have identified the new paradigm of Uni-
party Data Community Generation (UDCG), in contrast to the existing work in the 
literature on Bi-party Data Community Generation (BDCG), which is also referred to as 
relational data community generation. This preliminary work served as the foundation for 
this project, and received significant publication [Zhang2002, Zhang2003, Salerno2004]. 
 
This project is funded through Information Institute for the term between June, 2004, and 
June, 2006 for the total funding scale of $80,000. Under this project, one of the PI’s PhD 
students, Bo Long, was supported. We have made excellent progress with very 
impressive achievements in this project [Long2005a, Long2005b, Long2006a, 
Long2006b]. Due to these impressive achievements, we have received substantial 
publicity in the data mining community and have received invitations for collaborations 
from the major industrial and governmental research and development organizations 
including Microsoft Research, IBM Research, Microsoft MSN, Google, Yahoo!, as well 
as DOE Berkeley/Lawrence Lab. Part of the technical achievements are being considered 
as the Tech Transfer Office of SUNY Binghamton for possible further applications to US 
Patents. In the following sections, we briefly summarize the major achievements in this 
project. 
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2.  Block Value Decomposition for Dyadic Data Community 
Generation 
 
The clustering is used in community generation in many disciplines and has a wide range 
of applications. In many applications, such as document clustering, collaborative 
filtering, and microarray analysis, the data can be formulated as a two-dimensional matrix 
representing a set of dyadic data. Dyadic data refer to a domain with two finite sets of 
objects in which observations are made for dyads, i.e., pairs with one element from either 
set. For the dyadic data in these applications, co-clustering both dimensions of the data 
matrix simultaneously is often more desirable than traditional one-way clustering. This is 
due to the fact that co-clustering takes the benefit of exploiting the duality between rows 
and columns to effectively deal with the high dimensional and sparse data that is typical 
in many applications. Moreover, there is an additional benefit for co-clustering to provide 
both row clusters and column clusters at same time. For example, we may be interested in 
simultaneously clustering genes and experimental conditions in bioinformatics 
applications, simultaneously clustering documents and words in text mining, 
simultaneously clustering users and movies in collaborative filtering. 
 
In this work [Long2005a], we have developed a new co-clustering framework called 
Block Value Decomposition (BVD). The key idea is that the latent block structure in a 
two-dimensional dyadic data matrix Z can be explored by its triple decomposition. The 
dyadic data matrix is factorized into three components, the row-coefficient matrix R, the 
block value matrix B, and the column-coefficient matrix C, as shown in Eq. 1. The 
coefficients denote the degrees of the rows and columns associated with their clusters and 
the block value matrix is an explicit and compact representation of the hidden block 
structure of the data matrix. 
 
Under this framework, we develop a specific novel co-clustering algorithm for a special 
yet very popular case -- non-negative dyadic data that iteratively computes the three 
decomposition matrices based on the multiplicative updating rules derived from an 
objective criterion. By intertwining the row clusterings and the column clusterings at 
each iteration, the algorithm performs an implicitly adaptive dimensionality reduction, 
which works well for typical high-dimensional and sparse data in many data mining 
applications. The algorithm has been implemented in two cases, one for the asymmetric 
dyadic data matrix called NBVD, and the other for symmetric dyadic data matrix called 
symmetric NBVD. We have proven the correctness of the algorithm by showing that the 
algorithm is guaranteed to converge and have conducted extensive experimental 
evaluations to demonstrate the effectiveness and potential of the framework and the 
algorithms. 
 
 

(1) 
 

Figures 1 and 2 shows two examples of the BVD applications and Figure 3 gives the 
conceptual illustration for the BVD operation. 
 

Z RBC≈



 3

 

 
Figure 1 - BVD application example of document clustering 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2 - Another example of BVD as clustering the proximity matrix 
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Figure 3 - Conceptual illustration of the BVD operation 
 
We have used the 20 newsgroup data for evaluations of the BVD framework through the 
two cases of the algorithm. For evaluations of NBVD, we compare its performance with 
those of Non-negative Matrix Factorization (NMF) [Lee1999], Information-theoretic Co-
Clustering (ICC) [Dhillon2003], and Iterative Double Clustering (IDC) [El-Yaniv2001]. 
Table 1 shows the performance comparison in terms of the precision values for three 
different 20 newsgroup data sets (binary, multi5, and multi10), which clearly 
demonstrates the superiority of BVD framework. 
 

Table 1 - Performance comparison among NBVD and NMF, ICC, and IDC 
 NBVD NMF ICC IDC 
Binary 0.95 0.91 0.96 0.85 
Multi5 0.93 0.88 0.89 0.88 
Multi10 0.67 0.60 0.54 0.55 
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For NBVD symmetric, we applied it to the proximity matrix partition problem and 
compared it with Normalized Cut (NC) [Shi2000] and Average Association (AA) 
[Zha2002]. Figure 4 documents the performance comparison which once again 
demonstrates the superiority of BVD framework. 
 

                          
Figure 4 - Performance comparison among NBVD symmetric and NC and AA 

 
3.  Clustering Ensemble for Community Generation 
 
After the community generation, there is a question of how good the community 
generation quality is. This is true when we apply different community generation 
algorithms to the same data collection, or even apply the same community generation 
algorithm with different parameters to the same data collection. Given such different 
community generation results for the same original data collection, which one shall we 
pick up? Without any a priori knowledge regarding the data collection, we really cannot 
decide which one is the best. The only solution we can take is to combine them all to 
obtain the best solution. 
 
This approach becomes mandatory when we are in the scenario when the data collection 
is distributed over a network and each site of the network for community generation can 
only access to part of the whole global data collection that is distributed over the network. 
In this case, since each site is only visible to a part of the whole global data, it is expected 
that the community generation result at this site is not perfect. Therefore, given the 
individual community generation results at all the different sites, it is mandatory to 
combine all the results obtained at all the different sites together to secure the best result 
for the whole data collection. 
 
Another common scenario similar to the distributed data collection is the privacy-
preserving data mining in which each party is only visible to part of the whole data 
collection due to the privacy-preserving requirement and thus the community generation 
at this party can only be done based on the part of whole data collection. Consequently, 
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after all the parties obtain their own community generation results, it is necessary to 
obtain the community generation across all the parties for the best result. Figure 5 
illustrates the scenario for clustering ensemble. 
 

 
Figure 5 - Conceptual illustration of the community generation ensemble 

 
Based on these motivations, we have developed a clustering ensemble approach called 
Soft Correspondence Ensemble Clustering (SCEC) for clustering based community 
generation ensemble [Long2005b]. Figure 6 gives the outlines of the SCEC algorithm. 
 

 
Figure 6 - SCEC Algorithm outlines 
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The key technical challenge for community generation ensemble is to find the community 
correspondences between different individual community generation results. In the 
literature, all the existing methods have a strong assumption that individual communities 
generated in different results must satisfy one-to-one correspondence. This assumption is 
clearly hot true in many applications. The major significance and intellectual merit of 
SCEC is that in SCEC we propose soft correspondence instead of this kind of “hard” 
correspondence such that the one-to-one correspondence requirement is removed and 
thus the algorithm may be applied to any scenarios without such strong assumption. It 
can be shown that SCEC can always deliver the best ensemble solution. 
 
Another advantage of SCEC is that due to its soft correspondence capability, it can 
handle the scenarios where there are missing attribute values in the data collection. SCEC 
can “automatically” take care of the missing values and is still able to deliver the best 
solution. Finally, SCEC promises to be an efficient algorithm in comparison with the 
existing methods in the literature. 
 
We used the open source UCI data sets to evaluate the SCEC algorithm. Specifically, we 
used the IRIS, PENDIG, and ISOLET6 data sets. We compared SCEC with four existing 
methods from the literature: clustering based similarity partitioning algorithm (CSPA) 
[Strehl2002], metal clustering algorithm (MCLA) [Strehl2002], quadratic mutual 
information (QMI) [Topchy2003], and mixture model based ensemble clustering 
(MMEC) [Topchy2004], as well as the baseline k-means. For each comparison scenario 
for each data set, we try three different cases: random initialization (RI), random number 
(RN), and random subsets (RS). Figure 7 documents the overall performance comparison 
between SCEC and the existing methods and the k-means baseline for the nine scenarios 
(three data sets with the three initialization cases). From the figure, it is clear that SCEC 
outperforms all the existing methods and the baseline method in most of the cases. 
 

 
Figure 7 - Performance evaluations between SCEC and the existing methods and the baseline k-
means under the nine different scenarios 
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4.  Spectral Approach to Bi-party Data Community 
Generation 
 
Most clustering based bi-party data community generation approaches in the literature 
focus on "flat" data in which each data object is represented as a fixed-length feature 
vector. However, many real-world data sets are much richer in structure, involving 
objects of multiple types that are related to each other, such as Web pages, search queries 
and Web users in a Web search system, and papers, key words, authors and conferences 
in a scientific publication domain. In such scenarios, using traditional methods to cluster 
each type of objects independently may not work well due to the following reasons. 
 
First, to make use of relation information under the traditional clustering framework, the 
relation information needs to be transformed into features. In general, this transformation 
causes information loss and/or very high dimensional and sparse data. For example, if we 
represent the relations between Web pages and Web users as well as search queries as the 
features for the Web pages, this leads to a huge number of features with sparse values for 
each Web page. Second, traditional clustering approaches are unable to tackle with the 
interactions among the hidden structures of different types of objects, since they cluster 
data of single type based on static features. Note that the interactions could pass along the 
relations, i.e., there exists influence propagation in multi-type relational data. Third, in 
some machine learning applications, users are not only interested in the hidden structure 
for each type of objects, but also the global structure involving multi-types of objects. For 
example, in document clustering, except for document clusters and word clusters, the 
relationship between document clusters and word clusters is also useful information. It is 
difficult to discover such global structures by clustering each type of objects individually. 
 
Therefore, multi-type relational data has presented a great challenge for traditional 
clustering approaches. In this study [Long2006a], first, we propose a general model, the 
collective factorization on related matrices, to discover the hidden structures of multi-
types of objects based on both feature information and relation information. By clustering 
the multi-types of objects simultaneously, the model performs adaptive dimensionality 
reduction for each type of data. Through the related factorizations which share factors, 
the hidden structures of different types of objects could interact under the model. In 
addition to the cluster structures for each type of data, the model also provides 
information about the relation between clusters of different types of objects for 
identifying the global community structures in addition to the local clusterings. Figure 8 
illustrates such an example in the application of Web mining. 
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Figure 8 - An example of multi-type relational data mining for identifying the global community 
structures in addition to the local clusterings 
 
 
Second, under this model, we derive a novel algorithm, the spectral relational clustering, 
to cluster multi-type interrelated data objects simultaneously. By iteratively embedding 
each type of data objects into low dimensional spaces, the algorithm benefits from the 
interactions among the hidden structures of different types of data objects. The algorithm 
has the simplicity of spectral clustering approaches but at the same time also applicable to 
relational data with various structures. Theoretic analysis and experimental results 
demonstrate the promise and effectiveness of the algorithm. 
 
Third, we show that the existing spectral clustering algorithms can be considered as the 
special cases of the proposed model and algorithm. This provides a unified view to 
understand the connections among these algorithms. 
 
Specifically, we propose the Collective Factorization on Related Matrices (CFRM) 
model. For each relation in the data collection of the multi-type relational data, we 
represent the relation as a related matrix R. According to the BVD framework we have 
developed [Long2005a], this matrix can be decomposed into three components. 
Similarly, given a feature matrix F, it can be considered as a special case of BVD and 
then can be decomposed into two components as the third one is an identity matrix. 
Consequently, we have Eq. 2 below for the general multi-type relational data CFRM 
model: 
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relational data with various structures; in addition, it has the advantage of low dimension 
embedding during the clustering, and also it is efficient in comparison with the existing 
methods in the literature. 
 
To extensively evaluate the performance of SRC, we use the 20 newsgroup data. We 
compare the performance of SRC with those of the existing methods in the literature: 
normalized cut (NC) [Shi2000], Bipartite Spectral Graph Partitioning (BSGP) 
[Dhillon2001], Mutual Reinforcement K-means (MRK) [Long2006a], and Consistent 
Bipartite Graph Co-partitioning (CBGC) [Gao2005]. Figure 9 documents the evaluations 
of the bi-partite graph scenario for the 20 newsgroup data set, and Figure 10 documents 
the evaluations of the tri-partite graph scenario for the same 20 newsgroup data set. It is 
noted that in some cases where the data sets are large, CBGC ran out of the memory and 
so the data were not available. From these figures, it is clear that SRC outperforms all the 
comparing methods in all the cases. 
 

 
Figure 9 - Evaluations of SRC against NC and BSGP for the bi-partite graph scenario using the 20 
newsgroup data set 
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Figure 10 - Evaluations of SRC against MRK and CBGC for the tri-partite graph scenario using the 
20 newsgroup data set 
 
5.  Relation Summary Network as a General Framework 
 
Based on the above study [Long2006a], we went further to propose a more general 
framework. We first generalize the multi-type relational data as a k-partite graph. 
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principal framework for unsupervised learning on k-partite graphs of various structures. 
Second, under this model, based on the matrix representation of a k-partite graph we 
reformulate the graph approximation as an optimization problem of matrix approximation 
and derive an iterative algorithm to find the hidden structures from a k-partite graph 
under a broad range of distortion measures. By iteratively updating the cluster structures 
for each type of nodes, the algorithm takes advantage of the interactions among the 
cluster structures of different types of nodes and performs implicit adaptive feature 
reduction for each type of nodes. Experiments on both synthetic and real data sets 
demonstrate the promise and effectiveness of the proposed model and algorithm. Third, 
we also establish the connections between existing clustering approaches and the 
proposed model to provide a unified view to the clustering approaches. 
 

 
Figure 11 - An example of RSN model 

 
Figure 11 illustrates an example of the RSN model where (a) is an original tri-partite 
graph and (b) is its corresponding RSN approximation. Based on this model, we use 
matrix representation for all the relations. Thus, according to the BVD framework 
[Long2005a], each relation can be decomposed into three components, and thus the key 
to the problem is to identify the closest approximation of the new graph with the 
summary nodes to the original graph. 
 
This approach calls for using a distance metric to measure the “closeness” between the 
two graphs. We have developed a general algorithm under this RSN model that is 
applicable under a wide spectrum of distance functions w.r.t. different distance 
distributions. This algorithm is called Relation Summary Network with Bregman 
Divergence (RSN-BD). The algorithm is listed in Figure 12. Refer to [Long2006b] for 
the details of the algorithm. 
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Figure 12 - RSN-BD algorithm 

 
The advantages of RSN-BD includes: (1) Implicit adaptive dimensionality reduction 
through hidden nodes; (2) Applicable to K-partite graphs of various structures; (3) 
Applicable to graphs with different probabilistic distributions on their edges; and (4) 
efficient. 
 
To evaluate the RSN model as well as the RSN-BD algorithm, we have implemented 
RSN-BD with four different Bregman divergence functions: Euclidean distance (RSN-
ED), logistic loss (RSN-LL), generalized I-divergence (RSN-GI), and Itakura-Saito 
distance (RSN-IS). The first distance function corresponds to the normal distribution; the 
second corresponds to Bernoulli distribution; the third corresponds to Poisson 
distribution; and the fourth corresponds to the exponential distribution. We compare RSN 
with the K-means in the corresponding four cases (ED, LL, GI, and IS), BSGP 
[Dhillon2001], and CBGC [Gao2005]. 
 
We used simulated graph data as well as the real data for evaluations. The real data are 
the 20 newsgroup data set in which we generated the bi-partite and tri-partite graphs. In 
the simulated data, we generated Bernoulli, Poisson, and exponential distributions. Figure 
13 documents the evaluations for the simulated bi-partite graphs under Bernoulli, 
Poisson, and exponential distributions among all the algorithms’ performance. Figure 14 
documents the performance comparisons among all the algorithms for three different bi-
partite graphs for the real 20 newsgroup data set. Figure 15 documents the performance 
comparison among all the algorithms for the simulated exponential tri-partite graph and 
two other tri-partite graphs with the real 20 newsgroup data set. From these figures, it is 
clear that RSN model as well as the algorithm is superior to the comparing methods. 
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Figure 13 - Bi-partite graphs under Bernoulli, Poisson, and exponential distributions for the 
performance comparison among all the algorithms 
 

 
Figure 14 - Bi-partite graphs of the real 20 newsgroup data set for the performance comparison 
among all the algorithms 
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Figure 15 - Tri-partite graphs of simulated exponential distribution and two scenarios of the real 20 
newsgroup data set for the performance comparison among all the algorithms 
 
6.  Conclusions 
 
In this final report, we summarize the technical achievements made in the project, as well 
as the societal and broader impacts obtained through the publicity we have generated in 
this project. The project was extremely successful with substantial achievements and 
publicity generated. I hope that the techniques and the technologies generated from the 
research in this project shall be useful not only to the government, but also to the public. I 
hope that we will be continued to be supported in the future. 
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